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Abstract Travel speed forecasting — Overview Borrowing strength (missing data issue)
CCRF is a flexible, probabilistic framework that can seamlessly - . . . . mi Inherent problem in traffic forecast is missing data (for instance, due to
. . . . . . We are predicting travel speeds up to 1h in future in 10-minute increments _ . . L
incorporate multiple traffic predictors and can exploit spatial and temporal o o . The model is very robust and T 7 sensor malfunction), and some techniques can not deal with this problem
o . . " . . on 11 consecutive single-loop sensors of I-35W in Minneapolis, MN. The i DR Tl " -
correlations inherently present in traffic data. In addition to improving the - . . . can output predictions even _ AN adequately. However, due to the flexibility of CCRF model, missing data
- o L . predictions were made for the time period from April 15t to July 1st, 2003, £ w0 S . .
prediction accuracy, the probabilistic approach also provides information 1 dailv interval from 14h to 19k when some data are missing. . v T problem is mitigated by automatically excluding the corrupted data from
about prediction uncertainty. Moreover, information about how important Y | | LR the model and using only the existing data to predict. However, since less
particular predictor and spatial-temporal correlations are can be easily 1 § e P data are used, we are less certain about the final predictions.
extracted from the model. CCRF are also fault tolerant and can provide , A e SENG) Ea | e Complete data Ground i
predictions even when some of the observations are missing. We applied Wy, T j . available ™ 25 5 s 4 s s s o e Data preprocessing
several CCRF models on the problem of travel speed prediction in a S Sot Bog ot |} » o ‘. e ﬁ
range between 10 and 60 minutes ahead, and evaluated them on loop ' g T | L However. this results in B The raw data provides us with information about sections’ traffic
detector data from a 5.71-mile section of the [|-35W highway in ; : [ e increaseél orediction o VT IR T » volume — how many cars passed the sensor during a 30-second
Minneapolis, MN. When compared to the linear regression models, the 1 g, I=n uncertainty: B | T interval
Mean Absolute Error was reduced by around 4%. ‘ ot 9 | .. | I | » occupancy — how long the sensor was occupied during a 30-
: i . N L 2 Sivvaey il seconds interval
: ) vuma «z‘ 1 . I 1 c . . il ,
Continuous CRF model . =T I8 GEREE D I I N Some data missing = JITES, G The data have been aggregated to 5-min intervals, and the speeds were
CCRF is a log-linear model, and the conditional probability of output y | _ | - | or cormipted 07 )5 s a5 4 45 5 55 6 6s estimated using the following method:
: o : - Considered road section (source: OpenStreetMap) Typical day with a sizeable rush-hour period el , _ , L
(travel speed) given existing traffic state x is: Travel speed predictions of CCRF model 4 1. We first estimated the average vehicle length by considering only
N :
1 ] s free-flow data and assuming constant speed of 60mph, and further
AT EXp(iz_ll A(a’yi’X)Jr;I(B’yi’yj’x» Continuous CRF - Travel speed predictions model assumed that this length remains constant throughout the period
where the Association and Interaction potentials are defined as: The first step of design is defining ASSOCIATION POTENTIAL: CCRF s easily expanded by adding new predictors, new neighborhood length = 60mphx median(>——Pa e
M 2 c | availabl dictors (Random Walk Historical M relations, and including different regimes (free-flow/congested). volume
Aa, ¥;,X) :_z5mi(x)am(yi — i (X)) NnCCr')nll[[J\las’[seSl'I? available predictors (Random Walk, Historical Mean, We included following simple predictors: 2. We then estimated travel speed using the following function
K Eeuha z,V\f[O S "'), ] ot « Random Walk - predicts that current speed will not change volume
B,Yi,Yj) == Wi B(¥i - )’ Wa(? haret '|(|3 or E‘ assngni ta l\aNeI'Ig (t“) fetor and are learmed dur » Historical median - predicts that the speed will be a historical median speed = lengthx
k=1 eights tell us how much to believe to predictor, and are learned during for the section in question) occupancy

and Z(x, a, B) is a normalization fun_ction, and can be difficult to calculate: training . .
Z(x,a,P) = jexp(z Aa, Yj, X) + Z LB, yi, Y, x))dy © higher the Weight, more INTUence e predictornas on the fina neighboring upstream section oncliusions
y i=1 i~

prediction . _ - - , . .
| | | - | | o | Downstream state — predicts that the speed will equal the speed at CCREF is an extremely powerful and flexible model. It allows us to easily:
Since potentials are linear combinations of quadratic functions of outputs The second step of design is defining INTERACTION POTENTIAL.: the neighboring downstream section I te multiole traffic oredict d different
the distribution corresponds to multivariate Gaussian distribution: » Includes all defined correlations - - . 7 Inselprofiztis LIS el [Peeliaitis el CHSE stiiites
y 1 1 » Each correlation (neighborhood definition) assigned a weight (B) " o Seyera'l InCFeaSanW COmp|?X CCR'F e * Explolt spatial and temporal interactions inherent in tratfic data
P(y | X) = exp(==(y — n()) Z(x) Ly — pn(x))) . v . JNELd WEI9 * Model 1: 2 simple predictors, no interactions » Model different traffic regimes (free-flow / congested regime,
N /2 1/2 H H - .
22)N2 1 2(x)| 2 Weights tell us how strong are the defined correlations in the actual data » Model 2: 4 simple predictors, no interactions . .
The higher is the weight, the more influence do neighbors exert on each Model 3: 4 s dict e teractions. 2 reqi special events such as sports events or accidents, ...)
. - - - S ’ ) * Model 3: 4 simple predictors, no interactions, 2 regim L T -
Training phase: The task is to obtain the weights a and . Training is St  Model 4 4 PIe P dict N0 te act.o S , egimes » Obtain simultaneous predictions of large number variables
performed by maximizing the log-likelihood using odet 4. S'?ﬁ © pdret 1015, lno d Tr?_C IONS, £ Tegimes, » Obtain confidence interval for every prediction, providing
simple gradient ascent technique. Model variables: | oy S N SfPelliel el dsigoliel Cfeiello: additional helpful information for travelers
T x — all the possible information we have Association potential Mean Absolute Error of several methods St fi f b | d - Mt d
L(a,B) = Zlog P(y, | X,) y — outputs, travel speeds being predicted Interaction (temporal) Horizon [minutes] +10 | +20 | +30 | +40 | +50 | +60 | Total Xiract Initorma IF)n about now goo Per a.m preaic qr IS, an
= Interaction (spatial) = e— - e how strong spatial-temporal correlations in the traffic data are
( gsp p
i) =argmax(L(eB). | AT g g ol Sl Et el sl Bl - Output predictions even when some data are missing (this robustness
(@,p) =arg T&X(L(a,ﬂ ) = %,g tgsg?:ee;)z (four 5.961| 7.547| 8.724| 9.807| 10.625| 11.154| 8.969 SHPLID i _ £ ] dict t g t .
-y & . . . comes Wwith the price of increased prediction uncertain
Prediction phase: Once we obtained weights and given the observations, gg,  [Randomwalk 6.130] 7.667| 8789 10033| 11.072| 11.947| 9273 | P | P | y).
the predicted speeds and uncertainties are just the : 8% e | oo0] 18109, 9103, 12994 farey) 2419 1a%3 Th.|s novel method can also be gpplled to other traffic forecasting problems
parameters of the multivariate Gaussian distribution: Sensor 1 £ é.'é:: upstream sensor 7.568| 8.746| 9.789| 10.980| 11.995| 12.849| 10.321 going beyond travel Speed pred|Ct|OnS.
22° R, 7311| 8627 9543| 10582| 11.505| 12.277| 9.974
Y=R= 2b Var(y | X) =d Iag (Z) ) gvssgarzgﬁﬁéé 6.198| 7.703| 8.752| 9.778| 10.597| 11.239| 9.004 ACkn OWIngements
M (N K s 22  |CCRRmodel2 5920| 7.325| 8333 9.384| 10200 11.061| 8.720
Koo =3 (four baselines) : : : : :
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