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Qualitative comparison of ours (middle raw) and MultiXNet (bottom)
Quantitative Results and Analysis

Table 1: Evaluation on ATG4D using detection AP (%), prediction DE (cm), and latency (ms)
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